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Abstract. We review the representation problem based on factoring
and show that this problem gives rise to alternative solutions to a lot of
cryptographic protocols in the literature. And, while the solutions so far
usually either rely on the RSA problem or the intractability of factoring
integers of a special form (e.g., Blum integers), the solutions here work
with the most general factoring assumption. Protocols we discuss include
identification schemes secure against parallel attacks, secure signatures,
blind signatures and (non-malleable) commitments.
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1 Introduction

The RSA representation problem deals with the problem of finding a decompo-
sition of a value into an RSA-like representation. Specifically, given a modulus
N = pq of two secret primes p, q, an exponent e relatively prime to Euler’s to-
tient function ϕ(N) and a value g ∈ ZZ∗N , find to X ∈ ZZ∗N a representation
x ∈ ZZe and r ∈ ZZ∗N with X = gxre mod N . It is well-known that given N, e, g
coming up with some X and distinct representations (x1, r1), (x2, r2) is as hard
as the RSA problem [Ok92].

The RSA representation problem has a vast number of applications: for in-
stance, Okamoto [Ok92] constructs an identification protocol secure against (par-
allel) active attacks which Pointcheval and Stern [PS00] subsequently turn into
a secure signature scheme and a blind signature scheme. Fischlin and Fischlin
[FF00] as well as Di Crescenzo et al. [CKOS01] use the RSA representation
problem to derive efficient non-malleable commitment schemes based on RSA.
Brands [B97] shows how to prove linear relations on committed values with an
extended version of the RSA representation problem.

Interestingly, there is a seemingly less popular analogue to the RSA repre-
sentation problem relying on the assumed hardness of factoring integers. In this
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case, a representation of X with respect to N, g and a number t is a pair x ∈ ZZ2t

and r ∈ ZZ∗N with X = gxr2t mod N . Brassard et al. [BCC88] introduce this
representation type for the special case t = 1. Damg̊ard [D95] generalizes this to
arbitrary t ≥ 1 for Blum integers N where p, q = 3 mod 4. In order to advance
to general moduli we introduce an “adjustment” parameter τ which depends
on the prime factorization of N (and which equals 0 for Blum integers, for ex-
ample), and we define a representation of X with respect to N, τ, g and t to
be a pair x ∈ ZZ2t and r ∈ ZZ∗N such that X = gxr2τ+t

mod N . As we will
elaborate, for appropriate choices of τ, g the task of finding a value X and dif-
ferent representations becomes equivalent to the factoring problem for arbitrary
moduli.

One reason for the unpopularity of the factoring representation problem may
stem from the fact that Okamoto’s previously proposed identification scheme
based on this problem is flawed. It is sufficient to solve the RSA problem to
pass the identification scheme with constant probability, without necessarily be-
ing able to factor the modulus. We review this shortcoming in Appendix A.
Fortunately, the bug in Okamoto’s scheme is fixable, and we can indeed devise
a secure identification scheme using the factoring representation problem. We
show that for suitable parameters the protocol becomes provably secure under
the factoring assumption.

Among other identification schemes provably secure as factoring, the pre-
sumably most popular are the Feige-Fiat-Shamir protocol [FFS88] and its varia-
tion due to Ong-Schnorr [OS90,S96] as well as Shoup’s system [Sh99]. For these
schemes there is a trade-off between the key size and security against parallel
attacks. While the Feige-Fiat-Shamir protocol provides security against such par-
allel attacks, and therefore forms a fundament for secure resettable identification
[BFGM01] and blind signatures with parallel signature generation [PS97,PS00],
it also requires large secret and public keys. The Shoup and the Ong-Schnorr
system, on the other hand, admit short keys but are conceivably not secure
against parallel attacks.1

Our protocol supplements the known schemes and achieves security against
parallel attacks and requires only short keys. With the techniques introduced
in [PS00] we therefore obtain a secure signature scheme and a secure blind sig-
nature scheme withstanding up to poly-logarithmically many concurrent signa-
ture request, both in the random oracle model. Furthermore, we derive a se-
cure resettable identification protocol by the general transformation presented
in [BFGM01].

As for further applications, our result generalizes the result by Halevi [H99]
that two-round commitment schemes does not only work with William integers

1 Schnorr [S96,S97] claims that the Ong-Schnorr protocol with short keys is secure
against parallel attacks for very special system parameters where a large power 2m

divides p − 1 or q − 1 (e.g., m ≥ 25 for reasonable choices). Such primes form only
a small subspace of all primes and may be much harder to find. Moreover, although
we are not aware of any factoring method today taking advantage of this property,
such moduli are in principle more vulnerable to improved factoring procedures.
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but rather with any moduli. Also, plugging our result into the constructions of
[FF00,CKOS01], we conclude that efficient non-malleable commitment schemes
can be constructed under the assumption that factoring is hard. In fact, our vari-
ation of the protocols in [CKOS01] does not only base the security on a milder
assumption, but also simplifies and improves the scheme concerning computa-
tional effort and communication complexity.

The paper is structured as follows. In Section 2 we formally state the repre-
sentation problem based on factoring and prove equivalence to the intractability
of factoring large numbers. Section 3 discusses applications of the representa-
tion problem to identification and (blind) signatures. In Section 4 we deal with
commitments and show how to construct efficient non-malleable commitment
schemes based on the factoring representation problem.

2 Representation Problem

We state the RSA and factoring representation problems formally in Sections 2.1
and 2.2, respectively. In Section 2.3 we prove the equivalence of the factoring
representation problem to the factoring problem.

2.1 RSA Representation Problem

An RSA modulus N = pq is the product of two distinct primes p, q. A corre-
sponding RSA exponent e 6= ±1 mod ϕ(N) is relatively prime to Euler’s totient
function ϕ(N) = (p− 1)(q − 1) [RSA78]. We say that N is an n-bit modulus if
n bits are sufficient and necessary for the binary representation of N , that is, if
2n−1 ≤ N < 2n.

We presume that there is an efficient index generator RSAIndex for the
representation problem which, on input 1n, returns an n-bit RSA modulus
N , a corresponding RSA exponent e and a random element g ∈R ZZ∗N . Let
(N, e, g) ← RSAIndex(1n) denote the sampling process. An RSA representation
for a value X ∈ ZZ∗N with respect to a tuple (N, e, g) is a pair (x, r) with x ∈ ZZe
and r ∈ ZZ∗N such that

X = gxre mod N.

Every X ∈ ZZ∗N has exactly e representations with respect to (N, e, g), because
for each x ∈ ZZe there is a unique r ∈ ZZ∗N such that re = Xg−x mod N . We
usually omit mentioning the reference to (N, e, g) if it is clear from the context,
and simply say that (x, r) is a representation of X.

Definition 1 (RSA Representation Problem). Given (N, e, g) ←
RSAIndex(1n) return some X ∈ ZZ∗N as well as two different representations
(x1, r1), (x2, r2) ∈ ZZe × ZZ∗N of X.

In contrast, the ordinary RSA problem asks to compute the e-th root g1/e mod
N given (N, e, g)← RSAIndex(1n). This task is widely assumed to be intractable,
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i.e., no polynomial-time algorithm solves the RSA problem with more than neg-
ligible success probability. This implies that factoring N , too, is believed to be
intractable. Yet, it is an open problem if RSA is indeed equally hard as factoring
(see also [BV98] for a discussion).

Provided one can solve the RSA problem, then the RSA representation prob-
lem becomes tractable, e.g., for any r ∈ ZZ∗N both (0, r) and (1, rg−1/e mod N)
are representations of X = re mod N . The converse holds as well [Ok92], and
the equivalence reveals that both problems can be solved with the same suc-
cess/running time characteristics, neglecting minor extra computations (in the
sequel we keep on disregarding the effort for such additional minor computa-
tions).

2.2 Factoring Representation Problem

We next address the factoring representation problem. We replace the RSA
exponent e by some power of 2. Namely, we substitute e by 2τ+t where t describes
the bit length of x ∈ ZZ2t and the integer τ depends on the prime factorization of
the modulus N ; we will explain the choice and role of this adjustment parameter
τ later. Then a representation for X ∈ ZZ∗N with respect to N = pq, g ∈ ZZ∗N
and τ ≥ 0, t ≥ 1 is a pair (x, r) ∈ ZZ2t × ZZ∗N such that

X = gxr2τ+t
mod N.

Apparently, given the factorization of N one can easily come up with two differ-
ent representations. The converse does not hold in general: for example (x, r) and
(x,−r) represent the same X. Since we are mainly interested in finding distinct
x-components we therefore call representations (x1, r1) and (x2, r2) different or
distinct if and only if x1 6= x2. Observe that this subsumes the RSA case where
distinct x-components imply different r’s and vice versa.

Basically, the RSA and the factoring representation problem diverge con-
cerning the equivalence to the underlying number-theoretic assumption because
of the number of preimages of re and r2τ+t

, respectively. For RSA parame-
ters the mapping r 7→ re mod N constitutes a permutation on ZZ∗N . Squaring
on ZZ∗N , however, is a 4:1 mapping for N = pq. Restricting the modulus to a
Blum integer where p, q = 3 mod 4 squaring becomes a permutation on the sub-
group of quadratic residues QRN . More generally, for any odd modulus N with
prime factorization N =

∏r
i=1 p

ei
i where p1, p2, . . . , pr are distinct odd primes

and e1, e2, . . . , er ≥ 1, let η denote the smallest integer such that 2η+1 does not
divide any ϕ(peii ). Then squaring is a permutation on the subgroup

HQRN := {x2η | x ∈ ZZ∗N } = {x ∈ ZZ∗N | ordN (x) is odd}

of the “highest quadratic” residues, namely the 2η-th powers (see, for example,
[S96,H99]):

Proposition 1. For any odd modulus N squaring is a permutation on HQRN .
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Squaring permutes the 2k-th powers for any k ≥ η for any odd n-bit modulus
N . In other words, as long as k ≥ η, the set of the 2k-th powers of the elements
in ZZ∗N is the subgroup of elements with odd order. Since η ≤ n, even without
knowledge of η the set HQRN is efficiently samplable by taking a random element
from ZZ∗N and raising it to its 2n-th power.

With the similarity of Blum integers and QRN to general moduli and HQRN

we are ready to state the factoring representation problem turning out to be
equivalent to the factoring problem. But before, some words of clarification about
the parameter τ follow. Recall that a representation for X is a pair (x, r) with
X = gxr2τ+t

mod N . In the following we demand that τ ≥ η − 1 and thus τ
may reveal some information about the factors of N . But because 1 ≤ η ≤ n we
can easily guess this information with probability 1

n , or, in case of Blum moduli
for instance, the fact η = 1 is publicly known anyway. In particular, for Blum
integers we may set τ = 0 and the representation problem in this case equals
the one stated by Damg̊ard [D95].

Let FactIndex denote an efficient index generator that outputs an n-bit RSA
modulus N , τ ≥ η− 1, t ≥ 1 and an independently chosen element g ∈R HQRN

for input 1n, and write (N, τ, t, g)← FactIndex(1n) for the sampling process.

Definition 2 (Factoring Representation Problem). Given (N, τ, t, g) ←
FactIndex(1n) return some X ∈ ZZ∗N as well as two different representations
(x1, r1), (x2, r2) ∈ ZZ2t × ZZ∗N of X, i.e., with x1 6= x2.

An important observation for our identification and commitment protocols is
that each X ∈ HQRN has exactly 2t different representations. It follows that for
a random representation (x, r) the value X := gxr2τ+t

mod N does not reveal
anything about the specific x.

2.3 Factoring Representation Problem and Factoring

Given the factorization of N it is easy to compute a 2τ+t-th root of g ∈ HQRN

and the corresponding representation problem becomes tractable. On the other
hand, by solving the representation problem one efficiently determines the prime
factors of N . Before we prove this we present a technical lemma:

Lemma 1. If a probabilistic algorithm solves the factoring representation prob-
lem (N, τ, t, g) ← FactIndex(1n), then a 2τ+1-th root b ∈ ZZ∗N of g can be com-
puted within the same time bound and same success probability.

Proof. Given two different representations (x1, r1) and (x2, r2) of some X ∈ ZZ∗N ,
let ∆x := x1 − x2 and r := r2r

−1
1 mod N where 0 < |∆x| < 2t. Then

g∆x = gx1−x2 = r2τ+t

2 r−2τ+t

1 = r2τ+t
mod N. (1)

Notice that the exponents ∆x and 2τ+t may not be relatively prime. So suppose
2k = gcd(∆x, 2τ+t) where 0 ≤ k < t. Computing u, v ∈ ZZ subject to u∆x +
v2τ+t = 2k by applying the extended Euclidean algorithm we derive

g2k = gu∆x+v2τ+t
= (g∆x)u · (gv)2τ+t

= (rugv)2τ+t
mod N.
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Let b := (rugv)2t−k−1
mod N . Then

g2k = (b2
τ+1

)2k (mod N).

We have g = b2
τ+1 (mod N) since g, b2

τ+1 ∈ HQRN and squaring permutes
HQRN . ut
We next prove that factoring is reducible to the factoring representation problem:

Theorem 1. If a probabilistic algorithm solves the factoring representation prob-
lem (N, τ, t, g)← FactIndex(1n) with probability ε, then N can be factored within
the same time bound and success probability at least 1

2ε.

Proof. Pick a random a ∈R ZZ∗N and set g := a2τ+1
mod N which is uniformly

distributed in HQRN . Based on Lemma 1 compute some 2τ+1-th root b of g. Let
c := ab−1 mod N . Then:

c2
τ+1

= 1 = c2
η

mod N.

The second equation follows from τ + 1 ≥ η and since squaring is a permutation
on HQRN . We next consider the equation modulo the prime factors p, q of N .
Suppose p − 1 = 2ηpp′ and q − 1 = 2ηqq′ for odd p′, q′, and therefore η =
max{ηp, ηq}. Wlog. let η = ηp. Because of ηq ≤ ηp = η we have

c2
η

= 1 mod p c2
η−1

= σp mod p

c2
η

= 1 mod q c2
η−1

= σq mod q

for some σp, σq ∈ {±1}.2 To complete the proof we show that σpσq = −1
holds with probability 1

2 , because in that case one of the GCD computations
gcd
(
c2
η−1 ± 1, N

)
yields the factorization of N .

Note that c is uniformly distributed among the 2η-th roots of unity, because
g does not reveal any information about the random root a we have actually
chosen, thus the element b determined by the representation finder’s output is
independent of a. Hence, c mod p and c mod q are independently and uniformly
distributed among the 2η-th roots of unity modulo p and modulo q. Conse-
quently, σp and σq are independent.

For half of the 2η-th roots w of 1 modulo p we have w2η−1
= 1 mod p and

otherwise w2η−1
= −1 mod p. Since c mod p is a random 2η-th root of unity

modulo p, the value σp is uniformly distributed in {±1}. As σp does not depend
on σq we have σpσq = −1 with probability 1

2 . ut
Figure 1 illustrates the proof idea of Theorem 1. The root of each tree is labeled
with +1. Descending from one node to the successors corresponds to taking a
square root modulo the prime p or q, e.g., in the left tree the tree’s root +1 has
the successors +1 and −1 as squaring is still a 2:1-mapping modulo p, whereas
in the right tree ηq < ηp and squaring permutes HQRq, implying that the tree’s
root +1 only has the square root +1. Hence, the leaves in each tree represent all
2ηp and 2ηq many 2η-th roots of 1 modulo p and q, respectively.
2 While both values for σp may occur, if ηq < η then we always have σq = +1 as

squaring is one-to-one on HQRq and +1 is the unique square root.
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Fig. 1. Factoring via 2η-th root of 1

The path to the leftmost leaf in each tree represents the 2η-th root 1 of 1
modulo p and modulo q (1-path). In the proof we use the representation finder to
derive a random 2η-th root c of 1 in ZZ∗N . Thus, the values c mod p and c mod q
each describe a random path to some leaf in the corresponding tree (c-path),
and each path is independent of the other one. We are able to find the prime
factors of N if and only if at some level k one of the c-paths branches from the
1-path whilst the other one still follows the 1-path. For example, in Figure 1
this happens in the marked nodes for k = ηp− 1: there we have c2

k−1
= 1 mod p

but c2
k−1

= −1 mod q and a GCD computation yields the prime factors of N .
In fact, in the proof of Theorem 1 we only check the divergence of the paths for
k = ηp = η. Therefore, except for Blum integers, the probability of retrieving
the factors is actually higher than 1

2ε.
Theorem 1 even holds for fixed g ∈ HQRN , given that τ ≥ η and some

2τ -th root a /∈ QRN of g with −a /∈ QRN is publicly known. Besides that
variant the factoring representation problem gives rise to other modifications
and generalizations:

1. One may substitute the RSA modulus by an arbitrary odd integer N . Then
the algorithm of Theorem 1 retrieves a non-trivial factor of N .

2. The problem can be relaxed such t is not given as part of the output of
FactIndex, but the representation finder rather gets the freedom to select an
arbitrary t ≥ 1 on its own after seeing (N, τ, g). Given two representations
(x1, r1, t1) and (x2, r2, t2) where wlog. t1 ≥ t2 use r := r2r

−2t1−t2
1 for the

proof of Lemma 1.
3. If e = O(log n) divides ϕ(N), then one may replace 2τ+t by eτ+t. In this

case, η denotes the smallest integer such that eη+1 neither divides p− 1 nor
q− 1 and use {xeη | x ∈ ZZ∗N } instead of HQRN . The hardness is also based
on factoring as Ohto and Okamoto [OO88] have shown that taking e-th roots
in this case is equivalent to factoring N .
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3 Identification and Signature Schemes

In this section we show how to repair Okamoto’s identification protocol [Ok92]
obtaining a provably secure identification scheme withstanding parallel active
attacks. Exploiting the relationship to signature schemes via the Fiat-Shamir
heuristic [FS86], we then show that this identification protocol can be used for
ordinary as well as blind signatures.

3.1 Identification Scheme

Our identification protocol in Figure 2 follows the framework of Okamoto [Ok92]
for the RSA setting, which in turn is an extension of the Guillou-Quisquater
setup [GQ88]. The values (N, τ, t, g)← FactIndex(1n) are public parameters. The
public key of a user is X ∈R HQRN and the corresponding secret key is a random
representation (x, r) ∈ ZZ2t ×ZZ∗N of X. The user is not required to be aware of
the factorization of N and several users may share the same public parameters
N, τ, g (even with different t’s). The prover P tries to convince the verifier V that

Fig. 2. Identification Scheme using Factoring Representation Problem

Prover P (N, τ, t, g) Verif ier V

representation x, r of X X = gxr2τ+t
mod N

pick y ∈R ZZ2τ+t , s ∈R ZZ∗N
Y := gys2τ+t

mod N
Y−−−−−−−−−−−−−−→
c←−−−−−−−−−−−−−− pick c ∈R [0, 2t)

z := y + cx mod 2τ+t

W := srcgb(y+cx)/2τ+tc mod N
W, z−−−−−−−−−−−−−−→ Y Xc !

= W 2τ+t
gz

P knows a representation of X with respect to (N, τ, t, g). In the first step P
sends an initial commitment Y to V who answers with a challenge c ∈R [0, 2t),
and P finally hands the response W, z to V which determines acceptance or
rejection.

Obviously, this protocol is complete in the sense that the honest prover P
always passes the examination of honest verifiers V. We show that this identifi-
cation scheme is secure against active attacks, i.e., where the adversary A may
run executions with the honest prover before trying to impersonate. But first
we start with passive attacks in which the adversary tries to intrude given the
public key only:
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Lemma 2. If a passive adversary A passes the identification scheme in Figure 2
with time bound T and success probability ε, then the modulus N can be factored
in expected time O(T ) with probability at least 1

4 (ε− 2−t).

Proof. The proofs follows the one in [Ok92] for RSA. Let N = pq, τ, t and a
random g ∈R HQRN be given, i.e., (N, τ, t, g) ← FactIndex(1n). We show how
to compute with probability 1

2 (ε− 2−t) some 2τ+1-th root of g with the help of
A. As a result, the claim is a consequence of Theorem 1.

Pick x ∈R ZZ2t and r ∈R ZZ∗N . Next, simulate an attack of A for N, t, g,X :=
gxr2τ+t

mod N . After A has sent W, z rewind to the situation where A faces the
challenge. By this, we obtain in expected time O(T ) with probability ε−2−t two
successful intrusion attempts in which A has sent the same Y but has answered
with W, z and W ′, z′ to different challenges c, c′. Then

X−cW 2τ+t
gz = Y = X−c

′
(W ′)2τ+t

gz
′

mod N

or, rewritten,

gz−z
′+x(c′−c) = (rc−c

′
W−1W ′)2τ+t

mod N (2)

Let ∆z := z − z′ and ∆c := c′ − c. Now we have an equation similar to Equa-
tion (1) in the proof of Lemma 1. If gcd(∆z + x∆c, 2τ+t) = 2k for some k < t,
then we are able to retrieve some 2τ+1-th root of g. To complete the proof it thus
suffices to give an upper bound of 1

2 for the probability that the GCD exceeds
2t−1. Obviously,

gcd(∆z + x∆c, 2τ+t) ≥ 2t ⇐⇒ x ·∆c = −∆z mod 2t.

Whenever this modular equation is solvable, then for fixed ∆c,∆z the number of
solutions for x equals 2j := gcd(∆c, 2t) where 0 ≤ j < t because 0 < |∆c| < 2t.
Observe that in the actual protocol execution the selection of the parameters
∆c,∆z for the equation is done after the variable x has been chosen. But ∆c
is distributed independently of x because the challenges are simply picked at
random, and the distribution of the adversary’s choice z, z′ for ∆z does not
depend on x either since the public key X does not reveal anything about the
specific choice of x. Therefore, we can view the process as first fixing ∆c,∆z and
then picking x ∈ ZZ2t at random. But then the probability that the random x
matches the equation is bounded above by 2j−t. From j < t it follows that this
probability is at most 1

2 . ut

Note that this approach factors N but unlike the corresponding RSA based
scheme it does not extract a representation of the prover. Hence, once more
we have a secure identification protocol which does not constitute a proof of
knowledge in the sense of Bellare and Goldreich [BG92]. See [OS90,S96,Sh99]
for other examples.

In order to prove security against active adversaries, we follow the approach
in [Ok92] and show that even executions with the prover before the intrusion at-
tempt do not disclose any information about x (called witness-indistinguishability
[FS90]):
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Lemma 3. The protocol in Figure 2 is perfectly witness-indistinguishable.

Proof. We have to justify that even in the case of a dishonest verifier V the
view (i.e., the distribution of the communication Y, c,W, z) is independent of
the representation actually known by the prover P. We show that for any com-
munication (Y, c,W, z) of an execution of V with P, another prover P ′ knowing
another representation (x′, r′) of X generates this communication with the same
probability in an execution with V.

Let ∆x := x′ − x and ∆r = r/r′ mod N . Since r2τ+t
= Xg−x we have

∆r2τ+t
= g∆x. Assume that (Y, c,W, z) is a transcript of a communication with

P having chosen y, s at the outset. The probability that P ′ picks

y′ := y − c ·∆x mod 2τ+t

s′ := s ·∆rc mod N

in the first step is exactly the same as for P choosing y, s; both times the values
are uniformly distributed. For this choice of y′, z′ we have Y ′ = Y , and therefore
V returns the challenge c′ = c with equal probability in both executions. Now,
W ′, z′ and W, z are deterministically determined by the secret key, the challenge
and the random values from the first step, and it is easily shown that (W ′, z′) =
(W, z) here. Hence, the probability that a run with P ′ generates (Y, c,W, z)
equals the one for P. This completes the proof. ut

It follows that the identification scheme is also secure against active attacks:

Theorem 2. If an active adversary A passes the identification scheme in Fig-
ure 2 with time bound T and success probability ε, then the modulus N can be
factored in expected time O(T ) with probability at least 1

4 (ε− 2−t).

Proof. Given N, t, g pick a random secret key (x, r) and simulate an attack
A on N, t, g and the public key X := gxr2τ+t

mod N . This includes several
interactions of A with the prover before trying to fool the verifier. But we can
easily run these prover-adversary executions as we know the secret key. Due to
the witness-indistinguishability, these executions still hide x perfectly, and the
argument of Lemma 2 applies. ut

The proposition even holds if the adversary is allowed to run concurrent
executions with the prover. Hence, the scheme can be turned into one secure
against reset attacks under the factoring assumption; for details see [BFGM01].

3.2 Signature Schemes

The identification scheme in Figure 2 gives rise to a signature scheme secure
against chosen-message attacks [GMR88] using the Fiat-Shamir heuristic. The
challenge is generated by applying a hash function H to the message and the
initial commitment of the prover. More specifically, publish (N, τ, t, g) as public
parameter, X as public key and use the representation (x, r) as the secret key

10



of the signer S. In order to sign a message m pick y ∈R ZZ2τ+t and s ∈R ZZ∗N
at random, calculate Y := gys2τ+t

mod N , c := H(Y,m) and compute z,W as
in the case of the identification scheme. The signature to m becomes σ(m) :=
(Y,W, z). Verification is straightforward.

Provided the hash function H behaves like a random function, then even
with the help of an signature oracle any adversary fails to come up with a valid
signature for a new message of his own choice [PS00, Sec. 3.2]:

Proposition 2. In the Random Oracle Model the signature scheme based on
the factoring representation problem is secure against existentially forgery under
adaptive chosen-message attacks relative to the hardness of factoring.

Fig. 3. Blind Signature Scheme using Factoring Representation Problem

Signer S (N, τ, t, g) User U

representation x, r of X X = gxr2τ+t
mod N

pick y ∈R ZZ2τ+t , s ∈R ZZ∗N
Y := gys2τ+t

mod N
Y−−−−−−−−−−−−−−→ pick α, γ ∈R ZZ2τ+t

pick β ∈R ZZ∗N
Y ′ := Y gαβ2τ+t

Xγ

c := H(Y ′,m) ∈ ZZ2t

c′ := c+ γ mod 2τ+t

set c′′ such that
c′←−−−−−−−−−−−−−− c+ γ = c′ + 2τ+tc′′

z′ := y + c′x mod 2τ+t

W ′ := src
′
gb(y+c′x)/2τ+tc (N)

W ′, z′−−−−−−−−−−−−−−→ Y Xc′ !
= (W ′)2τ+t

gz
′

z := z′ − α mod 2τ+t

set z′′ such that
z′ + α = z + 2τ+tz′′

W := W ′βgz
′′
Xc′′ (N)

Then Y ′Xc = W 2τ+t
gz

An important variant of signatures schemes are blind signatures. In this case,
the user U blinds the actual message m and requests a signature from the signer
S, which U later turns into a valid signature for the message m while the signer
S cannot infer something about m. In a “one-more” forgery the adversary A
tries to generate one more signed message than A originally requested from the
signer S [PS00]. For example, in the ecash setting where messages signed by the
bank represent anonymous digital coins, U cannot spent more money than U has
actually withdrawn from the bank.
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The blind signature scheme based on the factoring problem is given in Fig-
ure 3; it is heavily influenced by the discrete-log and RSA protocols of Pointcheval
and Stern [PS00]. In the first step, the signer S commits to Y . Then the user U
blinds Y by multiplying with gαβ2τ+t

Xγ for random values α, β, γ. The actual
challenge c ∈ ZZ2t is hidden by c′ := c + γ ∈ ZZ2τ+t . S replies the challenge by
sending W ′, z′ subject to

Y Xc′ = (W ′)2τ+t
gz
′
.

Now, U undoes the blinding and finally retrieves the signature σ(m) := (Y ′,W, z):

W 2τ+t
gz = (W ′βgz

′′
Xc′′)2τ+t

gz
′
gz−z

′

= Y Xc′(βgz
′′
Xc′′)2τ+t

gz−z
′

= Y Xc+γβ2τ+t
gα

= Y ′Xc.

The scheme is perfectly blind as (Y, c′,W ′, z′) and (Y ′, c,W, z) are independently
distributed. Security follows as in [PS00]:

Theorem 3. In the Random Oracle Model the blind signature scheme based
on the factoring representation problem is secure against a “one-more” forgery
under a parallel attack (where up to poly-logarithmic signature generations are
executed concurrently) relative to the hardness of factoring.

Note that this scheme is provable secure against interleaving attacks mean-
while the one based on the Ong-Schnorr identification is only known to be secure
against sequential attacks [PS97].

4 Commitment Schemes

A commitment scheme is a protocol of three stages (initialization, commitment
and decommitment) between to parties called the sender S and the receiverR. In
the commitment stage S binds himself to a message m by sending a commitment
meanwhile the receiver R cannot deduce any information about m. Later, the
sender S reveals m and R checks whether this message indeed matches the
commitment.

4.1 Non-Interactive Commitment Scheme

In this section we set up a commitment scheme based on the factoring rep-
resentation problem following the well-known scheme derived from the RSA
representation problem and generalizing Halevi’s scheme [H99].

Assume for the moment that a trusted third party selects a valid instance
(N, τ, t, g) ← FactIndex(1n) for the factoring representation problem and pub-
lishes it; we afterwards discuss how to delegate this task to the receiver. In any
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case, S must not know the factorization of N . To commit to a message m ∈ ZZ2t ,
the sender S picks a random r ∈R ZZ∗N and sends

com(m, r) := gmr2τ+t
mod N (3)

to the receiverR. For the decommitment, S reveals the commited message m and
the random value r. The receiver R verifies that (m, r) is indeed a representation
of com(m, r).

If we let the receiver instead choose (N, τ, t, g) ← FactIndex(1n) and send it
to S in the first step, then there is no guarantee that a malicious receiver does
not select inproper values like g /∈ HQRN or τ < η − 1. To prevent this we take
τ := n and use a method suggested in [H99] to make sure that g really is an
element from HQRN , even if N is not the product of two primes. Namely, let the
sender verify that N is odd and raise g to the 2n-th power first. S then transmits

com(m, r) :=
(
g2n
)m(

r2n
)2t+n = gm2nr22n+t

mod N (4)

Given factoring N is intractable, then Theorem 1 implies that S cannot come
up the a different representation of com(m, r), in either case (3) or (4). Hence,
a commitment is computationally binding and S cannot ambiguously open the
commitment. On the other hand, the distribution of com(m, r) ∈ HQRN is inde-
pendent of the message m, that is, even a computationally unbounded malicious
receiver R is unable to deduce any information about m given only the commit-
ment. To summarize:

Proposition 3. The factoring representation commitment scheme (3) respec-
tively (4) has the following properties:

1. Computational unambiguity relative to the hardness of factoring.
2. Perfect privacy.

We compare this commitment scheme with the one introduced by Halevi
[H99]. To commit to a message m ∈ ZZ2t with a trusted setup mechanism pro-
viding a correct N pick at random r ∈R ZZ∗N and publish

com(m, r) := 4mr2t+1
mod N (5)

for a William integer N , i.e., an RSA modulus N = pq with p = 3 mod 4 and
q = 7 mod 8. The binding property relative to the hardness of factoring N can be
proven in a direct way [H99]. Alternatively one may apply Theorem 1. We have
η = 1, τ := η and 4 ∈ HQRN because its square root (+2,−2) ∈ QRp×QRq is
a square, too. As ±2 6∈ QRN , the adversary has to compute some other square
root of 4 yielding the factorization of N .

4.2 Non-Malleable Commitment Scheme

Roughly speaking a commitment scheme is non-malleable if for any adversary
A seeing the commitment of an honest sender S to an unknown message m it is
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infeasible to commit to a related (but different) message m∗. Depending on the
level of security, the adversary may also be obliged to provide a valid decommit-
ment after having learned the decommitment of S (called non-malleability with
respect to opening). See [DDN00,FF00] for details.

Fischlin and Fischlin [FF00] and Di Crescenzo et al. [CKOS01] present ef-
ficient non-malleable commitment schemes based either on the discrete-log or
the RSA assumption. All protocols work in the public parameter model, where
public data like an RSA modulus N and a value g ∈ ZZ∗N are published by a
trusted party. Also, both solutions apply so-called trapdoor or equivocable com-
mitments: knowledge of a secret information, the trapdoor, enables to open a
given commitment with any message later on. For instance, for RSA an e-th root
of g allows to fake commitments. Here, in case of the factoring representation
commitment scheme (3), a 2τ+t-th root h of g ∈ HQRN provides a trapdoor,
because a commitment gmr2τ+t

can be opened for m′ by transmitting m′ and
r′ := hm−m

′
r mod N .

Fig. 4. Non-Interactive Non-Malleable Commitment Scheme

Sender S N, τ, t,H(·) Receiver R
g, h0, h1 ∈ HQRN

message m ∈ ZZ2t

commitment:

pick r, s ∈R ZZ∗N
X := gmr2τ+t

mod N
x := H(X)

M := (hx0h1)ms2τ+2t
mod N

x,M−−−−−−−−−−−−−−→

decommitment:

m, r, s−−−−−−−−−−−−−−→ X := gmr2τ+t
mod N ,

check x
!
= H(X),

M
!
= (hx0h1)ms2τ+2t

mod N

We discuss how to modify the non-malleable commitments schemes based on
the RSA representation problem [FF00,CKOS01] to derive non-malleable com-
mitments schemes as secure as factoring. Fischlin and Fischlin [FF00] present
interactive schemes that work with the RSA representation problem, one time
using standard proofs of knowledge, the other time with a more sophisticated
variant based on the Chinese Remainder Theorem. We cannot plug in the factor-
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ing representation problem into the proof-of-knowledge-based approach as the
protocol given in Figure 2 does not constitute a proof of knowledge. However, we
can use the Chinese Remainder Theorem protocol with the factoring represen-
tation problem instead of the RSA problem. By this, we obtain a non-malleable
commitment scheme with statistical privacy. Details are omitted.

The non-interactive scheme in [CKOS01] achieves a weaker notion of non-
malleability than the one in [FF00], where the adversary does not have any side
information about the message m of S. In Figure 4 we present a modification of
their RSA protocol which is based on the factoring representation problem. Sur-
prisingly, although this modification works under a potentially weaker assump-
tion than RSA, it is even more efficient than the RSA protocol in [CKOS01]. In
fact, transferring our protocol to the RSA or discrete-log representation problem
setting also improves these protocols in [CKOS01] with respect to computational
and communication complexity.

Basically, we let the sender commit twofold to the message m: one time by X
with the standard factoring representation problem, the other time by M with
a base where the hash value of the former commitment enters (and for which we
use τ + 2t rather than τ + t, see below). For this, let H : HQRN → ZZ2t be some
universal one-way hash function [NY90] with which we hash down X ∈ ZZ∗N to
x ∈ ZZ2t . In case of t ≥ n one may eliminate the hash function by using X as
exponent x.

Theorem 4. There exists (efficient) commitments schemes with the following
properties relative to the hardness of factoring:

1. Non-malleable with respect to opening.
2. Computationally binding.
3. Statistical privacy (and perfect privacy for the scheme in Figure 4).

We outline the non-malleability proof for the non-interactive commitment
scheme given in Figure 4. The definition of non-malleability essentially requires
that for any adversary that is given a commitment of the sender and generates
another commitment for which it is also able to adapt the sender’s opening to
one of a related message, there is a simulator that is almost as successful but
without interacting with the sender at all.

We briefly recall the proof method in [CKOS01]. There, the simulator pre-
pares a commitment on behalf the original sender which includes a trapdoor.
The simulator submits it to the adversary who answers with its commitment.
Then the simulator samples a sufficient number of random messages and sequen-
tially opens the trapdoor commitment (by adapting the decommitment with the
trapdoor accordingly). By this, the adversary reveals with sufficiently high prob-
ability a valid opening for its commitment to some message. The probability that
the adversary finds different valid openings is negligible under the discrete-log
or RSA assumption, hence, the simulator extracts the message of the adversary
that is related to the original message of the sender.

In our case, given a commitment (x,M) for some unknown message m, the
adversary A tries to commit to a related but different message m∗ by sending
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(x∗,M∗). We first condition on the event that the adversary selects x∗ 6= x.
Assume towards contradiction that the adversary succeeds in an actual attack
by sending x∗ = x with noticeable probability. For simplicity, we presume that
the sender’s value X := gmr2τ+t

mod N equals the adversary’s choice X∗ :=
gm
∗
(r∗)2τ+t

mod N ; otherwise we find a collision for the universal one-way hash
function H. But then the decommitment step yields distinct representations of
X and this allows to efficiently solve the factoring representation problem with
noticeable success. We may thus consider only the adversary’s success on values
x∗ 6= x without sacrificing more than a negligible probability.

It remains to describe the trapdoor in our scheme to apply the technique of
[CKOS01]. Given (N, τ, t, h0) ← FactIndex(1n) select a universal one-way hash
function H and define M := s2τ+t

, X := r2τ+t
, g := u2τ+t

, h1 := h−x0 v2τ+2t
for

random r, s, u, v ∈R ZZ∗N and x := H(X). Take (N, τ, t,H, g, h0, h1) as public
parameters and send (x,M) on behalf of the honest sender.

For the data in the simulation we know a 2τ+2t-root v of hx0h1 = v2τ+2t
. This,

together with the 2τ+t-th root ofX, enables us to correctly open the commitment
(x,M) with any message later. In contrast, even if we know the trapdoor, the
adversary will not be able to find distinct openings for its commitment since, by
assumption, x∗ 6= x. The reason for this is that any valid decommitments of the
adversary including (m∗1, r

∗
1), (m∗2, r

∗
2) for M∗ imply that

(hx
∗

0 h1)m
∗
1 (r∗1)2τ+2t

= M∗ = (hx
∗

0 h1)m
∗
2 (r∗2)2τ+2t

and, substituting h1 = h−x0 v2τ+2t
,

h
(x∗−x)m∗1
0 (vm

∗
1rj)2τ+2t

= M∗ = h
(x∗−x)m∗2
0 (vm

∗
2r∗2)2τ+2t

.

Since x∗−x 6= 0 and both products with m∗1 6= m∗2 are less than 22t this results in
different representations with x-components (x∗− x)m∗1, (x∗− x)m∗2 ∈ ZZ22t for
M∗. The probability that this happens is therefore negligible under the factoring
assumption. With these preliminaries the rest of the proof is the same as in
[CKOS01].
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A On Okamoto’s Identification Scheme

Okamoto [Ok92] presents witness-indistinguishable identification schemes based
on the hardness of discrete log and RSA. In the same paper he also suggests the
modified RSA scheme given in Figure 5. Compared to the RSA based scheme
the prime RSA exponent is replaced by 2e for some prime e.

Okamoto claims that the security is based on the hardness of factoring the
modulus N . However, we show that the security de facto relies on the RSA
problem rather than on the factoring problem. Namely, we show that computing
e-th roots enables an adversary to pass the protocol with probability 1

2 .
Suppose we are given g ∈ QRN and the public key X. Hence, X ∈ QRN .

Now, pick x ∈R ZZ2e and compute

r2 = (Xg−x)
1
e

by solving the RSA problem. Apparently, (x, r) is a representation for X = gxr2e

but we are just aware of x and the square r2. Nevertheless, we are able to compute
z := y + cx mod 2e and whenever the challenge c is even then knowledge of r2

suffices to determine W :

W = srcgb(y+cx)/2ec = s(r2)
c
2 gb(y+cx)/2ec.
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Fig. 5. Okamoto’s Identification Scheme

Prover P N, e, g Verif ier V

representation x, r of X X = gxr2e mod N

pick y ∈ ZZ2e, s ∈ ZZ∗N
Y := gys2e mod N

Y−−−−−−−−−−−−−−→
c←−−−−−−−−−−−−−− pick c ∈R [0, 2e)

z := y + cx mod (2e)

W := srcgb(y+cx)/2ec mod N
W, z−−−−−−−−−−−−−−→ Y Xc !

= W 2egz

Thus, solving the RSA problem allows to pass the protocol with probability
1
2 since the challenge is even with this probability. Whenever g /∈ QRN , one
computes r4 = (Xg−x)

2
e and succeeds if the challenge satisfies c = 0 mod 4.

It is tempting to restrict the challenge c to odd values. Still, we are not aware
of any proof in this case (e.g., we were unable to modify the proof of Lemma 2
about security against passive adversaries to work in this case).
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